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e Self-attention mechanism with random augmentation has the greatest impact on recognition
accuracy.

® Results in an increase of up to 0.0413 in F1 measure (macro; All) compared to using no attention
and augmentation.

e F1 measure of U0104 is not significantly affected by the use of self-attention with or without random
augmentation, likely due to their slow and easy-to-identify movements as a beginner level user.

e Best result: recognition accuracy of 91.12% (F1 Macro Avg.) using attention mechanism and data
augmentation.

Model F1 (Macro Avg.) F1 (Weighted Avg.)
U0104 UO0108 UO110 U0203 U0204  U0207 All All
DeepConvLSTM w/o attention 0.8961 09110 0.8268 0.9074  0.7397  0.7961  0.8699 0.8813
DeepConvLSTM w/ attention 0.9362 09140 0.8869 0.9160  0.7994  0.8589  0.8963 0.9048
DeepConvLSTM w/ attention & augmentation | 0.9384 0.9204 0.9104 0.9263 0.8101 0.8673 0.9112 0.9221




